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1
说明

• 华为存储产品命名：8.0.X 及更低版本命名为 FusionStorage，8.1.X 及更高版本更名为 OceanStor-Pacific 。
以下均使用 FusionStorage 进行相关配置。

• 较高版本的 FusionStorage 已将块客户端（FSA）整合为 VBS , 以下均以 VBS 为列进行相关配置。
• 不同版本 FusionStorage 存储对 VBS 计算节点操作系统及内核版本要求不同，请在部署存储服务器前进行
兼容性查询。

• 一体机操作系统以 ubuntu 20.04 为例。
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2
一体机部署存储节点

按照备份一体机技术支持指导书完成一体机搭建，备份 FusionStorage 存储上的虚拟机，用户需要采购或者使用现
有的一台物理服务器作为存储服务器进行对接，如果在用户没有计划或预算再采购一台存储服务器时，就需要在
一体机中做下面的配置。以下配置以 CentOS 7.6 为例。

2.1 存储服务器配置要求:

• 内存：系统内存不小于 8 GB 。
• 网卡：两张网卡，分别配置相应的 IP 地址，一张用于存储管理网络通信，一张用于管理网络通信。

2.2 一体机安装 KVM

1. 配置好安装源，执行以下命令进行安装。

~# sudo apt update
~# sudo apt install qemu-kvm libvirt-daemon-system libvirt-clients bridge-utils virtinst virt-
↪→manager

2. 启动 libvirtd 服务，并设置开机自动启动。

~# sudo systemctl start libvirtd.service
~# systemctl enable libvirtd.service

2.3 网卡配置 Bridge 桥接模式

备份一体机需要配置至少两块网卡，并通过网桥使虚拟机能 FusionCompute 管理网络和存储网络互通。更改配
置文件 /etc/netplan/00-installer-config.yaml ，通过 netplan 来实现网络配置。网卡 enp1s0 用于与管理网络通信，
网卡 enp2s0 用于存储网络通信。仅一个网桥配置网关，另外一个设置默认路由。网络规划和配置文件中 interfaces
、addresses 、gateway4 、nameservers 等基本信息根据实际网络环境配置。

network:
ethernets:
enp1s0:

dhcp4: false
enp2s0:

dhcp4: false
(下页继续)
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(续上页)

bridges:
br0:
interfaces: [enp1s0]
dhcp4: false
addresses: [192.168.40.20/24]
gateway4: 192.168.40.1
nameservers:

addresses: [192.168.40.1]
br1:

interfaces: [enp2s0]
addresses: [172.20.10.125/24]
nameservers:
addresses: [172.20.10.1]

version: 2

配置完成后重启网络服务

~# netplan apply
~# systemctl restart network-manager.service # 若没有该命令，需要先安装网络管理(network-manager)

2.4 配置 libvirt

1. 配置 libvirt tcp 连接。编辑 /etc/libvirt/libvirtd.conf 文件, 修改以下配置项。

listen_tls = 0
listen_tcp = 1
tcp_port = "16509"
listen_addr = "0.0.0.0"

2. libvirt 配置授权。编辑 /etc/libvirt/qemu.conf 文件，修改以下配置项。

security_driver = "none"

3. 重启 libvirt 服务。

~# systemctl restart libvirtd.service

2.5 KVM 虚拟化平台上安装 CentOS 7.6 虚拟机

1. 下载镜像至 /var/lib/libvirt/images/ 路径。添加为 FusionStorage VBS 计算节点必须兼容该镜像操作系统
及内核版本，请提前进行兼容性查询。

2. 新建虚拟机可以使用 virt-manager 工具进行操作。也可以使用命令创建，本列中，创建的虚拟机为 12 GB
运行内存，8 个 CPU 核心，2 张网卡，并分配了 500GB qcow2 格式的磁盘。

~# sudo virt-install --virt-type=kvm --name centos7.6 --ram 12288 --vcpus=8 --os-variant=rhel7 --
↪→virt-type=kvm --hvm --cdrom=/var/lib/libvirt/images/
CentOS-7.6-x86_64-bin-DVD.iso --network=bridge=br0,model=virtio --network=bridge=br1,model=virtio -
↪→-graphics vnc --disk path=/var/lib/libvirt/
images/centos7.6.qcow2,size=500,bus=virtio,format=qcow2

虚拟机创建成功，使用 virt-manager 或其他工具连接 KVM 宿主机，继续完成安装操作即可。

2.4. 配置 libvirt 3
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2.6 安装迪备存储节点

1. 安装 dbackup3 包。在安装包所在目录下，用 root 权限执行如下命令：

~]# rpm -ivh dbackup3-common_version.x86_64.rpm dbackup3-storaged_version.x86_64.rpm dbackup3-
↪→infokist_version.x86_64.rpm

2. 安装 dbackup-server 包。

~]# tar -zxvf centos7.6-x86_64-offline-pkgs.tar.gz # 解压离线包
~]# cd centos7.6-x86_64-offline-pkgs
~]# bash install.sh # 执行离线包安装脚本
~]# bash config_mariadb.sh # 首次安装需要配置数据库用户名、密码和字符集
~]# rpm -ivh dbackup-server-version.el7.rpm # 安装 dbackup-server 包

3. 出现节点类型需选择时，选择存储节点（StorageNode）。
4. 存储节点需配置连接管理节点，输入控制节点 (ManagerNode）的 IP ，输入控制节点 MySQL 的用户名和
密码：

Please enter the IP address of the control node: # 输入控制节点 IP
Please enter the user name of MySQL in control node: scutech # 输入控制节点 MySQL 用户名
Please enter the password of scutech: # 输入控制节点 scutech 用户密码

5. 配置 dbackup3-storaged

~]# /etc/init.d/dbackup3-storaged config # 执行存储节点配置脚本
Please input DBackup3 Backup Server host[]: # 输入服务器 IP
Please input DBackup3 Backup Server port[50305]: # 端口默认
Does DBackup3 Backup Server enable SSL protocol? [N]: N

4 2. 一体机部署存储节点



3
FusionStorage 配置

3.1 添加 VBS 节点前准备

1. 阻止 CentOS 内核升级。为了避免升级内核，需要在 /etc/yum.conf 文件的 main 配置项增加以下配置：

exclude=kernel*
exclude=centos-release*

2. 配置好安装源，或使用光盘的源，进行相关依赖包安装操作。
3. 获 取 对 应 存 储 版 本 的 Tools 包， 例 如 FusionStorage_Tools_8.0.1.SPH610.tar.gz 、OceanStor-

Pacific_8.1.2.SPH108_Tools.tar.gz 等，这里以 FusionStorage_Tools_8.0.1.SPH610.tar.gz 为例。

~]# mkdir ./FusionStorage_Tools
~]# tar -xzvf ./FusionStorage_Tools_8.0.1.SPH610.tar.gz -C ./FusionStorage_Tools # 解压 tools 包
~]# cat install_lib_for_centos.sh | grep _pkg_ # 查看所需依赖包
~]# yum install rpm rpm-build traceroute net-tools unzip zip lsof dos2unix ntp lftp libnl expect␣
↪→gcc gcc-gfortran
pythonpciutils numactl -y # 在线安装依赖包
~]# yum install sysstat dstat iotop perf xvattr wget bzip2 lsscsi bc tk rsync -y # 在线安装依赖包
~]# sh install_lib_for_centos.sh compute /tmp/centos.iso # 通过镜像源安装依赖包，命令中 centos.iso␣
↪→为当前操作系统对应镜像文件

3.2 添加存储节点为 VBS 节点

1. 登录华为 FusionStorage 的管理界面，选择“服务-> VBS -> 创建 VBS -> 新建节点”
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2. 选择“手动增加节点”，填写机柜（自定义），存储节点 IP 地址，root 用户及密码，点击“确定”。

3. 勾选该节点，点击“提交”，等待节点自动配置和网络组件安装完成，点击“下一步”。

6 3. FusionStorage 配置
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4. 配置存储网络，点击“预览”，获取存储节点 IP 地址和端口后，点击“提交”。

3.2. 添加存储节点为 VBS 节点 7
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5. 点击“安装”，等待节点安装完成。

8 3. FusionStorage 配置



4
FusionCompute 配置

4.1 创建接口对接用户

登录华为 VRM 管理界面，选择系统管理下的用户管理。选择添加用户，用户类型选择接口对接用户，从属角色
勾选所有，用户最大连接数选择不限制。记录下用户和密码，用于在备份服务器上注册华为虚拟化中心。

4.2 为华为虚拟机安装 Tools 工具

4.2.1 Windows 虚拟机安装 Tools

1. 选择需要安装 Tools 的虚拟机并开机。
2. 开机完成后选择“更多”中的挂载 Tools 。

3. 挂载 Tools 成功之后，vnc 登录虚拟机查看 Tools 的挂载。
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4. 双击该驱动器，进入安装目录，以管理员身份运行“Setup.exe ”文件，根据提示完成 Tools 安装。

10 4. FusionCompute 配置
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5. Tools 安装完成之后需要重启虚拟机操作系统使其生效。

4.2.2 Linux 虚拟机安装 Tools

1. 选择需要安装 Tools 的虚拟机并开机。
2. 开机完成后选择“更多”中的挂载 Tools 。

3. 挂载成功后，vnc 连接进入虚拟机系统。
4. 创建 tools 的文件存放路径：mkdir /root/tools 。
5. 挂载 tools 到/mnt 目录下，并将/mnt 目录下的全部文件拷贝至 /root/tools 下。

6. 解压 vmtools 包。

4.2. 为华为虚拟机安装 Tools 工具 11
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7. 进入 vmtools 目录, 执行安装脚本。

8. 安装完成后需要重启虚拟机操作系统使其生效。

12 4. FusionCompute 配置
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